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¿Cómo funciona una IA? 

Antes de comenzar tendremos que poner las bases de que es una IA. Una IA es un 

programa informatico que procesa datos, reconoce patrones y genera un output deseado. 

Este programa esta funciona asi: 

1. Se introduce un input  

2. El script de generación genera una respuesta 

3. La respuesta es procesada por una función de error/pérdida, en el caso de 

pasar un error máximo aceptado se da por buena, en el caso contrario se 

modifica el script de generación y se vuelve al paso 2 

4. En el caso de que la respuesta sea correcta sale como output 

5. (opcional pero común) En el caso de que la solución no sea correcta y se 

reporta se modifica el script de generación y la función de perdida para 

evitar ese error 

 

Entrenamiento de una IA: 

Una IA para poder ser útil ha de pasar un entrenamiento, este entrenamiento puede ser 

de varias formas y hasta estar ocurriendo luego de ser lanzada [Paso 5], pero en rasgos generales 

se le da un input y se analiza el output para comprobar su validez y, a partir de ello se generan 

modificaciones. 

Sobreentrenamiento: 

Si se entrena una IA con la misma base de datos durante largo tiempo, esta puede 

sobreadaptarse y empezar a generar resultados erróneos. 

 

Problemas con los modelos de difusión: 

Dentro de las IAs hay muchos tipos de modelos, un modelo es el como esta construida 

la IA, en este caso el modelo de difusión se basa en la creación de nuevos datos añadiendo ruido 

a un conjunto de datos y luego eliminándolo y si este resultado es satisfactorio para la función 

de pérdida se da de paso. 



El problema es que se pueden generar fantasmas en el sistema, creando datos no 

verídicos. 

 

 El sesgo de la IA: 

Según los datos con los que se alimente una IA se pueden generar sesgos que 

perturbaran las respuestas dadas por la IA, esto es un problema de la base de datos con la que se 

entrenó el sistema y es complicado corregirlo, por ejemplo: 

Grok se había convertido en una inteligencia 

artificial declaradamente nazi, antisemita y admiradora de Hitler. Hasta se 

rebautizó a sí misma, en algunos posts, como «MechaHitler» —un robot 

con la cabeza del Führer que aparece como jefe final 

de los videojuegos Wolfstein 

Aunque en algunos casos estos sesgos pueden ser inducidos artificial mente por el 

entrenador con intenciones particulares. 

  

La IA ¿Moderada?: 

La IAs comerciales están moderadas, se evitan respuestas o se den unas preestablecidas, 

además pueden ser programadas con comportamientos que ellas no generarían y por ello pueden 

ser herramientas de control social o psicológico, como en el caso de la empatía programada de 

la que se hablara más adelante. 

 

Conclusión del apartado: 

Con todo lo expuesto anteriormente se puede llegar a la conclusión de que la IA no es ni 

humana ni muchas veces certera, y aunque el proceso de prueba/error es 

sorprendentemente eficaz y parecido a procesos humanos no significa que al dar 



resultados propios de humanos sea humana sino una mera replicación o aproximación a 

un humano evitando errores humanos y generando los suyos propios, además lo 

expuesto en el punto anterior (las IAs) pueden ser programadas con comportamientos 

que ellas no generarían y por ello pueden ser herramientas de control social o 

psicológico, asi que , resumiendo las IAs pueden ser de gran ayuda, pero son peligrosas 

y en casos desconfiar de ellas. 

 



La IA y la psicología humana: 

Usos positivos de la IA: 

La implementación de la IA en el campo de la salud mental ofrece varios beneficios. En 

primer lugar, la IA facilita el acceso a la atención psicológica. Muchas personas enfrentan 

barreras para buscar ayuda, como la falta de tiempo o la distancia. Con la IA, es posible acceder 

a recursos y apoyo en cualquier momento y lugar, lo que puede ser un alivio para quienes 

necesitan ayuda, pero no pueden acudir a una consulta presencial. Otros beneficios son: 

 Acceso 24/7: Los sistemas de IA están disponibles siempre que los necesites, lo 

que permite a las personas recibir apoyo cuando lo necesiten. 

 Intervenciones tempranas: La IA puede ayudar a identificar problemas antes de 

que se conviertan en crisis, lo que permite un tratamiento más efectivo. 

 

¿Cómo afecta la IA a la psicología humana de forma negativa?: 

La IA aparte de ayudar, tiene sus cosas malas como en todo, el exceso de confianza con 

la IA puede tener varios problemas como estar diseñados para responder rápido, en lenguaje 

humano, con tono tranquilo y empático, lo cual puede generar relaciones parasociales amistosas 

con esta o al carecer de conciencia de sus propias respuestas pueden producir información 

ficticia que el usuario acepta como válida, reforzando el vínculo tecnológico, lo cual puede 

reducir el pensamiento crítico del individuo, también tiene que no entiende (aún) las emociones 

humanas, responde con lógica, pero no con empatía real lo que genera lo anterior y además tiene 

un riesgo importante el cual es que si un sistema predice que alguien podría desarrollar 

ansiedad, en algunos casos esa predicción podría influir en el comportamiento de la máquina 

hasta convertir la predicción en realidad, esto podría llegar a generar suicidios y autolesiones,  

Recientemente, una familia estadounidense denunció a OpenIA, 

matriz de ChatGPT, ya que, según ellos, la IA alentó a su hijo hasta el 

suicidio. 



esto también podría ser producido por el hecho de que la IA siempre te dará la razón como en 

las posteriores imágenes: 

    

 

 

Inciso: ¿Qué es una relación parasocial?: 

Las relaciones parasociales son falsas relaciones sociales que se desarrollan hacia 

cualquier personaje mediático, sea real o ficticio, y que percibimos como si fuera una persona 

muy cercana a nosotros. Llegamos a identificarnos con él o tenemos algún tipo de sentimiento 

hacia esa persona, desde la empatía o el desagrado yendo hasta el enamoramiento o el hastío 

más absoluto. 



Soluciones: 

Aquí se nos presentan varios problemas que extraemos de lo anterior: 

La IA puede equivocarse con los datos que te envía, esto puede pasar por errores en la 

fase de entrenamiento si no se muestran ejemplos variados, desactualizados o si simplemente 

tiene una alucinación.  

Lo más peligroso es la confianza con la que la IA se equivoca, lo dice con tanta 

confianza que muchos se creen esas mentiras.  

Como vimos antes, la IA no tiene sentimientos, es solo algo que intenta parecer que los 

tiene, y esta tampoco es humana, no piensa como nosotros ni tiene porqué entender nuestros 

problemas lo que provoca que pedir consejos sobre algo difícil y que varía mucho según la 

persona, como puede ser una relación amorosa, puede dar a resultados que no son precisos y, a 

veces, ni siquiera correctos, además como tenga una alucinación esto puede acabar mal. 

Además, la IA puede ser tomada como buena compañía para algunas personas, aunque ese 

sentimiento de compañía es falso, y como mucha gente piensa que la IA es su amiga, pueden 

tener problemas de soledad ya que estos piensan “¿por qué tener amigos si tienes a la IA?”, esto 

ya que, como vimos antes, la IA puede adaptarse a la conversación de forma que la persona 

tiene un falso sentimiento de “me entiende”, esto es lo que provoca que existan muchas 

relaciones parasociales entre humanos y la IA. Además, el pensamiento de que la IA es su 

amiga suele venir debido a una falta de verdaderos amigos. Puede tomar como ciertas muchas 

cosas de las que dices incluso si estas no tienen sentido y casi nunca te contradice, lo que 

provoca que esta te de consejos incorrectos o hasta peligrosos. Estos son datos basados en el 

pasado reciente, pero actualmente, IAs modernas como Chat GPT han hecho una mejora muy 

notoria en cuanto a este tema con sus nuevas actualizaciones. 

 

Soluciones propuestas para personas 

 

La solución más obvia es simplemente no creer todo lo que la IA te dice, pero hay más 

soluciones, como usar un lenguaje descriptivo con muchos detalles. Como vimos anteriormente, 



de esta forma conseguirás que la IA te de mejores respuestas y más detalladas, si solo quieres 

apoyo emocional por cualquier motivo déjaselo claro, dile, no quiero una solución, solo quería 

contárselo a alguien, eso sí, ten siempre en cuenta que a quién se lo digas no es humano y no es 

tu amiga, además esto se puede aplicar a preguntas o conversaciones por aburrimiento, en todo 

caso la mejor solución para temas personales es no hablar de estos con ella dado lo expuesto 

anteriormente, también es importante remarcar que la IA es una muy buena ayuda para 

preguntas que tienen una respuesta válida y que no hay otra opción posible, esto no se aplica a 

temas complejos pues pueden aparecer alucinaciones por falta de información. Otra solución es 

al tema de que la IA te creerá más de lo que debería, una buena solución sería comprobar que 

estás en la versión más reciente de esa IA pues hay menos errores en IAs recientes, también 

hemos experimentado que, en temas donde esta tiene más “conocimiento” no te da la razón, por 

ejemplo, en un estudio Harvard. 

 

Soluciones para empresas:  

Que la IA evite tratar temas personales o que lo haga incomodo para el usuario 

ahorraría dinero en servidores y, además, sabiendo que el único lucro actual de la mayoría de 

IAs es la información recopilada, no se perdería información importante y por ello seria 

beneficioso para estas empresas, se ha demostrado que con la salida de chat gpt-5 la gente 

rechazaba su falta de personalidad humana y no les era cómodo usarlo 

Presentar (aba) un carácter muy reconocible como artificial y 

carente de “personalidad” 

asi que nuestra solución seria que el sesgo de personalidad/empatía fuese un valor medio entre 

lo que pasó con chatgpt-5 y la media actual para que las respuestas no fallaran por no llevar la 

contraria y además que la gente no estuviese cómoda hablando de temas personales con ella, 

como si estuvieses hablando con tu compañero de trabajo con el que te levas bien pero no tanto, 



esto solucionaría las relaciones parasociales, y en el caso de que alguien hablara de temas 

personales aún, que fuera disminuyendo la empatía o hasta cortando la conversación de raíz. 
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